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Linear stability analysis and dynamic simulations of free convection
in a differentially heated cavity in the presence of a horizontal
magnetic field and a uniform heat source
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The steady state and stability of two-dimensional free convection flow in a square cavity is
examined, in the presence of a uniform internal heat source and a uniform magnetic field that is
perpendicular to gravity and parallel to an imposed temperature gradient. The finite element method
is used for calculating the steady and dynamic state of the system in the parameter space defined by
the dimensionless numbers, Gr, Ha, Pr, and S. The trapezoidal rule is used for time integration.
Linear stability analysis is performed by solving a generalized eigenvalue problem. The Arnoldi
method is used for the calculation of eigenvalues with significant savings in storage and CPU time
requirements. The base solution normally exhibits two recirculation regions when the heat
production term is large enough. Stability analysis predicts a Hopf bifurcation to a periodic branch.
A neutral stability diagram is constructed for a range of values of Ha, Gr, and S for liquid lithium,
Pr=0.0321. Internal heat generation, i.e,. increasing S, enhances instability by decreasing the critical
value of Grashof, Gr,,, determining the onset of the Hopf branch, whereas intensifying the magnetic
field, i.e., increasing Ha, stabilizes the flow by increasing Gr.,. Dynamic simulations confirm the
above structure, identify the oscillatory solution branch as a supercritical Hopf bifurcation for the
entire parameter range that was examined, and recover the time constants predicted by stability
analysis. As Gr increases or as Ha decreases symmetric arrangement of the two rolls is eliminated
and the steady flow configuration loses stability when Gr> Gr,,. Subsequently, time periodicity sets
in leading to more or less efficient heat removal in terms of lowering or increasing the average
cavity temperature, in comparison with the steady flow configuration for the same Gr, depending on
whether Ha lies below or above a critical value, respectively, for fixed S and Pr. © 2006 American

Institute of Physics. [DOI: 10.1063/1.2185708]

I. INTRODUCTION

The coexistence of electromagnetic, hydrodynamic, and
gravitational forces arises in a wide variety of flow arrange-
ments that bear significance on a number of natural, e.g., the
dynamic correlation between the magnetic field of earth and
flow conditions in its core,' and technical applications, e.g.,
the design of thermal equipment for efficient cooling and
regeneration of tritium from liquid lithium in plasma reactors
of the tokamak type2 and the manufacturing of high purity
semiconductor crystals via the floating zone method.” In the
latter case, application of electric field stabilizes a capillary
bridge of molten crystal, which can thus acquire a uniform
cylindrical shape while maintaining a length to radius ratio
that is significantly larger than unity. Stability analysis per-
formed numerically using the finite element method and sub-
sequent eigenvalue calculations provide the parameter range
over which the base cylindrical configuration remains stable
against axisymmetric disturbances and quantify the benefi-
cial effect of the electric field on the stability of the interface
that is formed between the crystal and the surrounding me-
dium when both are treated as leaky dielectrics.*

In the context of tokamak reactor design it is of interest
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to coordinate the processes of heat removal and trititum re-
generation that take place in specially designed modules oc-
cupying the blanket of the reactor. According to some of the
design alternatives that are investigated, breeding of tritium
and cooling of the reactor are carried out in different com-
partments of the blanket. In the modules where heat removal
is of primary interest liquid metal, e.g., liquid lithium, is
pumped through the use of a high-pressure head that is nec-
essary for high heat transfer rates to be achieved. In regions
where liquid metal breeding takes place liquid lithium is
slowly pumped, acting as the operating medium, and absorbs
radiation in the form of neutrons emitted inside the core of
the reactor, in order to provide the tritium needed for the
fusion reaction that takes place inside the core to be
sustained.” This entails a highly exothermal reaction and,
consequently, proper removal of the large amount of heat
that is generated in the blanket is an additional design pa-
rameter that needs to be considered. This is a flow situation
where free convection dominates over forced convection
while an interesting interplay of different forces is observed
that determines the dynamic behavior of the system and will
affect the final design of the reactor. Most notably the effect
of the Lorenz force, generated as a result of the interaction
between the strong toroidal magnetic field of tokamak reac-
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tors and the electric current motion in the blanket, on the
flow stability should be investigated.

The stability of forced convection in rectangular ducts
has been investigated both experimentally and theoretically/
numerically. In particular, it is known from experimental
investigations,6 with liquid metal flows through rectangular
ducts subjected to an intense transverse magnetic field, that
laminar fully developed flow becomes unstable due to three-
dimensional convection. In this parameter range it is also
known that, adjacent to the two duct walls that are parallel to
the magnetic field, two layers are formed with thickness in
the order of Ha™"? where the fluid velocity is much larger
than any other part of the cross section; Ha denotes the Hart-
mann number that serves as a measure of the intensity of the
magnetic forces. These layers are called “side layers” and
also appear in the case of free convection. In the same pa-
rameter range of large Hartmann numbers, two layers with
thickness in the order of Ha™! are formed adjacent to the two
walls that are perpendicular to the magnetic field. These lay-
ers are called “Hartmann layers” and appear in the case of
free convection as well. Ting et al.” attribute the destabiliza-
tion of fully developed duct flow to the large velocities pre-
vailing in the “side layers.” In this context, they performed
stability analysis on the flow configuration pertaining to the
side boundary layers and obtained a critical value of Re for
the onset of convection that is well below the experimentally
observed value. Nevertheless, their analysis is in qualitative
agreement with experimental findings of two-dimensional
vortices that are aligned with the magnetic field and are con-
fined within the side walls, for forced convection in ducts.®
On the other hand, Lingwood and Alboussiere’ examined the
stability of the Hartmann boundary layer in the limit of in-
finitesimal disturbances and they identified a critical value
for Re/Ha for stability that is well above the experimentally
observed value for transition. By resorting to an energy ap-
proach that accounts for finite disturbances they were able to
find a more reasonable threshold value abcd for Re/Ha. This
finding is corroborated by weakly nonlinear analysislO where
subcritical destabilization of the base solution corresponding
to the Hartmann layer is verified for values of Re/Ha that are
below the critical.

In the case of buoyant magnetohydrodynamic flow in
ducts formation of the above-mentioned side and Hartmann
layers is also observed along with a core flow, which may be
of three-dimensional nature.'’ In the same study the effect of
wall electric conductivity was identified for the first time. In
fact it was pointed out that for perfectly conducting walls
high velocity jets are formed near the sidewalls which carry
most of the flow. This result has important implications in
the amount of heat that is being transferred, provided that
this structure remains stable. The formation of a quasi-two-
dimensional convective roll pattern that is aligned with the
magnetic field is captured experimentally and theoretically
via linear stability analysis,12 with the critical value of the
Rayleigh number, Ra, increasing roughly like Ha” as Ha in-
creases. In that study, the magnetic field is allowed to vary
and is positioned perpendicularly with respect to the tem-
perature gradient and the direction of gravity. As a result of
this arrangement Joule dissipation destroys vortices that are
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FIG. 1. Schematic diagram of the flow arrangement.

perpendicular to the magnetic field while elongating the ones
parallel to it. The stabilizing effect of the magnetic field was
also obtained"® for the case of buoyant flow between two
vertical plates held at constant temperature difference with a
uniform external magnetic field that is perpendicular to grav-
ity. Transition from stationary to traveling waves in the di-
rection perpendicular to the two plates was also obtained
indicating the feasibility of periodic solutions when a
bounded domain is considered. Finally, numerical simula-
tions of internally heated buoyant flow in rectangular and
cubic enclosures, were performed by Arcidiacono et al. in
the absence of a magnetic field"* and by Ciofalo and Cric-
chio for magnetohydrodynamic flows," respectively. In the
former study the effect of Grashof number, Gr=Ra/Pr, on
the transition from symmetric to asymmetric solutions and
then from steady to periodic and chaotic solutions was inves-
tigated numerically. In the latter reference the effects of the
magnetic field and three-dimensionality are included and the
appearance of side and Hartmann layers as Ha increases are
verified.

In the present study the case of two-dimensional natural
convection in a rectangular cavity is investigated, in the pres-
ence of a uniform magnetic field that is perpendicular to
gravity and aligned to the constant temperature gradient im-
posed upon the two vertical sides, Fig. 1. This particular
arrangement of the magnetic field is believed' to better sup-
press instabilities, as verified by the results to be presented in
the following sections. The cavity is uniformly heated and
liquid lithium is taken to be the operating fluid in order to
better simulate flow conditions in liquid metal breeders. Nev-
ertheless, similar flow configurations are pertinent to crystal
growth processes.16 As a first step, three-dimensional con-
vection is not accounted for. Rather, the steady state and
stability of two-dimensional solutions is examined, focusing
on the effect of Ha and Gr on symmetry and stability and,
subsequently, on the efficiency of heat removal. However,
the flow pattern obtained here contains the necessary struc-
ture, i.e., core flow, Hartmann and side layers, in order to
provide the base flow for a stability analysis that will allow
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for three-dimensional disturbances that are periodic in the
spanwise direction. The latter direction is aligned with the
vorticity vector of the two-dimensional solutions obtained in
the present study, and it will be very interesting to examine
how vortices that evolve in this direction, such as those ob-
served elsewhere,12 arise as bifurcations of two-dimensional
solutions that account for wall effects, such as those pre-
sented in the following sections. This investigation can be
carried out with the numerical methodology employed here
and will be presented in a future study.

The detailed problem formulation is given in Sec. II. In
Sec. III the formulation for stability analysis is outlined, on
two-dimensional steady state solutions. Steady state solu-
tions, which are inherently asymmetric due to the tempera-
ture gradient, are obtained numerically and their stability can
also be examined via dynamic simulations of the full 2D
problem. Numerical solution entails application of the finite
element method along with a time integration scheme, as
described in Sec. IV. In the same section, the methodology
for numerical evaluation of eigenvalues is presented, by
solving a generalized eigenvalue problem via the Arnoldi
method.'” The Arnoldi method utilizes the banded structure
of the Jacobian matrix produced by the finite element solu-
tion of the nonlinear governing equations and affords calcu-
lation of the most important eigenvalues, thus allowing for
consideration of the numerically obtained 2D steady state as
the base solution as opposed to an asymptotic result. In Sec.
V the asymptotic solution is obtained in the limit of negli-
gible inertia in comparison with magnetic forces, and is com-
pared against numerical results. Then, in Sec. VI, a complete
neutral stability diagram is constructed in the parameter
space defined by Gr, Ha, and the dimensionless heat produc-
tion, S, demonstrating the range of validity of steady state
solutions. The results of steady and dynamic simulations are
presented in Secs. VI B and VI C. Bifurcation diagrams are
constructed numerically, illustrating the evolution of a char-
acteristic property of the solution, such as the difference in
the amount of heat that is removed from the cavity through
the two vertical sides, with varying parameter values. Peri-
odic branches are captured and their effect on the solution is
illustrated on the bifurcation diagram. Finally, in Sec. VII
conclusions are drawn and directions for future research are
pointed out.

Il. PROBLEM FORMULATION

We consider two-dimensional free convection in a
square cavity where a uniform external magnetic field is ap-
plied perpendicularly to the direction of gravity and the
Boussinesq condition holds, B(T,—T,)<1. T;,— T, is the tem-
perature gradient that is established between the right and
left vertical sides of the cavity, Fig. 1, and S the coefficient
of thermal expansion of the liquid that fills the cavity:

p=poll = B(T=Ta)], Tay=(T.+T,)2. (1)

Since in most of the applications where this flow arrange-
ment applies liquid melts of lithium alloys (e.g., Pb-17Li) are
used as operating fluids, in the following we will use the
thermophysical properties of lithium in order to set up the
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dimensionless variables that are involved in the problem for-
mulation, Pr=v/a=0.0321, where « and v denote the ther-
mal diffusivity and kinematic viscosity of liquid lithium, re-
spectively. For this type of operating fluid the magnetic
Reynolds number, Re,=ou,v with (ouy)~' denoting the
magnetic diffusivity of lithium, is a very small quantity and
consequently magnetic induction is negligible and the mag-
netic field is uniform everywhere in the cavity, B'=B,
=Bge,. The current density is obtained via Ohm’s law,

j'=—V¢' +v' XB', (2)

where ¢’ is the electric potential and v’ the velocity vector,
which in conjunction with the requirement for continuity of
the electric charge,

V.j' =0, (3)
gives,
V¢'=w'-B'; 4)

throughout this study primed quantities denote dimensional
variables. At this point it should be stressed that we take the
characteristic length in the third spatial direction to be much
larger than the length of the sides of the cavity and conse-
quently we ignore variations in the spanwise direction. Thus,
the velocity field is effectively two-dimensional, except for
the two edges of the long spanwise direction where three-
dimensional effects should be accounted for. Then the vor-
ticity vector is perpendicular to the plane of the cavity where
the magnetic field lies and the electric potential satisfies the
Laplacian. However, due to the negligible three-dimensional
effects in the main section of the spanwise direction, varia-
tions in the electric potential can also be ignored in this
region and consequently we set

j'=v' XB'. (5)

Thus, the only nonzero component of current density j’
points towards the positive and negative spanwise direction
depending on the sign of the transverse component of veloc-
ity. It does not vary in that direction except for a narrow
region adjacent to the two ends of the duct that is formed as
the studied cross section is projected along the spanwise di-
rection, where the other two components of current density
are also needed in order to close the path of the electric
current.

Choosing the length L of each one of the cavity sides as
the characteristic length, the temperature gradient AT as the
characteristic temperature and the balance between gravita-
tional and inertial forces in order to render time, velocity, and
pressure dimensionless, we obtain:

I _X o _P=p gy
VLI(gBAT)’ L’ pgBATL
(6)
VgBATL Ty =Ty, By

In this fashion the dimensionless formulation of the entire
problem reads: continuity
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V-u=0, (7)
X momentum
ou du u JdP 12 Pu  Fu
—+u—+v—=——+Gr St (8)
t ox dy X ox=  dy

y momentum

v w w  IP _l/z(ﬁzv &%)
—tu—+v_—=—"— St |+T

gt ox dy mn* ay?
Ha?
- — U, (9)
Gr}g/2
energy balance
ar Jr JT 1 S
—tu—+v = VT+ 5 (10)
ot ox dy Gr'“Pr Gr
with boundary conditions
Tx=0,y)=—1 Tkx=1,y)=1
(11)
aT aTr
—(y=0=—(,y=1)=0
ay ay
u(x=0,y)=v(x=0,y)=0, ulx=1,y)=v(x=1,y)=0,
(12a)
u(x,y=0)=v(x,y=0)=0, ulx,y=A)=v(x,y=A)=0.
(12b)

The following dimensionless parameters are involved in the
formulation:

G 8BATLY L [LloBy o gl
r= , Ha= , S= ,
V2 pv ATpcpv

H
L

(13)

Pr=—, A=—=1,

v
a
where A is the aspect ratio of the cavity set to one in the
present study and Gr, Ha, S signify the relative importance of
gravitational and viscous forces, magnetic and viscous
forces, and the dimensionless heat production, respectively.
In Eq. (9) the term involving the dimensionless temperature
represents buoyancy, whereas the last term on the right-hand
side of the same equation represents the Lorenz force,

jXB=(vXB)XB=-ve (14)

-
The production term in Eq. (10) signifies the amount of heat
that is being released when a volumetric heat source is
present as is the case, for example, when liquid lithium is
used for breeding tritium via a highly exothermal reaction; g
is the dimensional volumetric rate of heat production in the
duct. Equations (7)—(12) can be solved to provide the dy-
namic state of the system when three-dimensional effects are
neglected. When the time dependent terms in Egs. (8)—(10)
are dropped, steady state solutions are obtained.

In an effort to quantify and monitor the effect of sym-
metry on the steady state and stability of the problem, the
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average dimensionless Nusselt number was defined on each
one of the two vertical sides, along with the average dimen-
sionless cavity temperature. If we integrate the energy con-
servation equation over the cavity area and we incorporate
the boundary conditions of zero velocity at the walls and
zero heat flux at the top and bottom walls, we obtain:

aT aTr ar aTr
- | —ds- —ds:f —dy + (- 1)f —dy
R ONg L Ox R OX

Long
=NuL+NuR=PrS, (15)

where L and R denote the left and right vertical sides of the
cavity, n;=—ey and np=ey the outwards pointing normal
vectors corresponding to the same two sides, respectively,
and Nu; and Nuy the amount of heat being removed through
each one of the two sides. Clearly, for a steady state solution
the total amount of heat removed from the cavity should be
equal to the amount produced internally, as indicated by Eq.
(15). The latter also serves as an integral check of accuracy
of our calculations. The difference between the two Nusselt
numbers can be used as a bifurcation parameter of our para-
metric study that measures the departure from symmetry of a
certain steady state solution. Alternatively, and since we are
ultimately interested in estimating the efficiency of heat re-
moval from the cavity in the parameter range of relevance to
our problem, the average temperature of the cavity can be
used as the bifurcation parameter:

1 1
TAV:f de dyT(x,y), (16a)
0 0
0 1 1
f dtf dxf dyT(x,y,t)
0 0 0
(Tav) = . (16b)
Iy

The second parameter, (T»v), is useful in identifying the dy-
namic behavior of periodic solutions with period 7|, hence
the additional averaging over one period of oscillations.

lll. STABILITY ANALYSIS

As will be seen in the following sections the main steady
state branch that is obtained is the one that evolves from the
zero Gr solution via simple continuation in the parameter
(Gr, Ha, S) space. We want to evaluate the stability of this
branch with respect to two-dimensional disturbances that
lead to bifurcations that represent, either steady state
branches of different nature as far as symmetry is concerned
or periodic solutions. Subsequently, we want to investigate
the effect of this dynamic behavior on the overall cooling of
the cavity when heat sources are present. To this end, we
introduce infinitesimally small disturbances for all the depen-
dent variables,

u(x’y’t) uo(st) ul(x,y)
P(x,y,0) | =| Po(x,y) [+&| Pi(x,y) e +0(e%), (17)
T(x’y’t) To(x’)’) Tl(x’y)

where O and 1 as indices denote the steady state and dis-
turbed states, respectively, € is a measure of the amplitude of

Downloaded 20 Sep 2007 to 130.89.94.219. Redistribution subject to AIP license or copyright, see http://pof.aip.org/pof/copyright.jsp



034101-5 Linear stability analysis and dynamic simulations

the initial disturbance that is taken to be negligibly small,
e<<1, for the purpose of stability analysis and o is the eigen-
value that determines the asymptotic behavior of the system
as time r—o. The steady state solution is asymptotically
unstable if an eigenvalue exists whose real part, o,, is posi-
tive. If no such eigenvalue exists then the steady state solu-
tion is stable for the corresponding set of parameter values.'®
As the problem parameters vary, Gr, Ha or S, so do the
eigenvalues until a point is reached for which o, crosses zero
in which case we have neutral stability and a bifurcating
solution arises. Depending on the imaginary part, o, if it
vanishes, a new steady state solution emerges, whereas if it is
nonzero, then a Hopf bifurcation exists that leads to a peri-
odic branch.

Upon substitution of Eq. (17) in the governing equation
of the problem, Egs. (7)—(10), and dropping terms that are
O(e?) or smaller we obtain the following stability problem,

u v
hidad W0

P 0, (18)

Nugu,) du, Aug
+————+vy— +v,—
ox dy dy

aP Fu, &
=——1+Gr—”2(—”21+—”2‘>, (19)
ox ox dy

ou,

dvevy) | g
—tuy— tu—
dy ox ox

JP v Pv Ha®
=— gl + Gr_m(gzl + E;) +7T,—- Wvl’ (20)

ovp +

aT,  oT, T, T,
(TTl +uy——t+uy_—+tvy_— +uv;—_ =
ox ox dy ady Pr

(21)

along with the homogeneous part of boundary conditions
(11) and (12). The above equations constitute an eigenvalue
problem for o, which can be discretized to provide the ei-
genvalues and eigenvectors, u;,v,P;,T;, corresponding to
the basic steady state solution. The eigenvectors are very
important as they contain the essential features of the bifur-
cating solution, and can be utilized for obtaining a reliable
initial guess for numerical evaluation of a solution vector of
the new branch in the vicinity of the bifurcation point.19

IV. NUMERICAL METHODOLOGY

Numerical discretization of Egs. (7)—(12) for calculating
the steady or the dynamic state of the problem, and of Egs.
(18)—(21) for the eigenvalues and eigenvectors related to a
specific basic solution, is carried out via the finite element
method.* The x and y components of the velocity vector, the
temperature and the pressure of liquid lithium are repre-
sented by biquadratic Lagrangian basis functions, ®,(x,y),
and bilinear Lagrangian basis functions, W,(x,y), respec-
tively,
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u N | U M
v ()C,y) = E U; q)i(x7y)’ P(X,y) = E piq,i(x’y)’
T i=1 T i=1

(22)

where u;,v;,T;,p;, are the coefficients of the Lagrangian rep-
resentations, which are identical with the values of the cor-
responding dependent variables at the interpolation nodes
and N, M represent the number of coefficients in each sum-
mation. Galerkin’s procedure is employed in order to con-
struct the residual equations. Equation (7) is multiplied by
trial function W,(x,y), Egs. (8)—(10) by trial function
®,(x,y), and subsequently they are integrated over the area
of the cavity. On applying the divergence theorem second
order derivatives are eliminated from Egs. (8)—(10) and the
weak formulation is obtained:

0 v
#\Pi<—u+—)dxdy=0, i=1,M, (23)
ox dy

N

du; 17 17 0P;
> (j@ CD,-(DJ-dxdy)—ul+ # {(Di(u—u +U_u) -P—
- dt ox dy ox

Jj=1
udP; D[ du
+Gr‘”2<2—u—+—<—u+—>)]dxdy

ox ox dy \dy ox
fal-
v
+—)nv>]ds=0,
ox/) -
N

dv; v ov oD,
D. —1 | y— = pt
E (# (lel)]dxdy) " + # [@,(uax +v&y) P o

12 dv &(I)l (9(1)1' u du
+ Gr 2——+— | —+— dxdy
dy dy ox \dy ox

Ha?
+ @v - T|Pdxdy — ¢ ®;| - Pn,

_inf 40U du dv .
+ Gr 25n3,+ 5+0_'— n,||ds=0, i=1, N,
: X

_1af A 0u du
Pn, + Gr 2—n + | —
ox dy

i=1, N, (24)

(25)

dT; aT aT
(f# @iq)idxdy)—l + # [(I)l(u— + v—)
- : dt ox dy

J=
Gr 2 oD, oT  o®; T
— | ——+—— | - ®,Gr" > S |dxdy
Pr ox dx  dy dy
aT ou
- 3€<I>i(—nx+—ny>ds=0, i=1, N. (26)
ox dy
In the above equations ds denotes the differential arc length
along the perimeter of the cavity, whereas the line integrals
appear due to the divergence theorem. Terms inside square
brackets in the line integrals of Egs. (24) and (25) correspond
to the x and y components of the force exerted on the cavity
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boundaries, (—PI+7)-n, where T and 7 denote the unity and
the deviatoric stress tensors and n the unit normal on the
sides of the cavity. It should be stressed that due to the es-
sential boundary conditions that are applied on the cavity
sides for the two velocity components and the essential and
no flux conditions applied for the temperature field, the line
integrals in Eqgs. (24)—(26) will not affect the numerical so-
lution of the problem.20

When steady state solutions are sought, the time deriva-
tives of the coefficients are set to zero and the problem for-
mulation assumes the form,

RCi(Cj) =0, i=1, M, RMxi(Cj) = RMxi(cj) = RTxi(Cj) =0,

(27a)
i=1, N,

c=[(p).(w),(),(T)], R= [(RCk)’(RMxi)’(RMyl)s(RTI)],
(27b)

k=1,M [=1,N,

where Rej, Ryps Ryyi» Ry denote the residuals that arise
from Egs. (23)-(26) after the transient terms are dropped.
Numerical evaluation of the unknown coefficients c¢; of the
finite element representation of the dependent variables is
carried out via the Newton-Raphson iterative scheme in the
following fashion:
k _ k _ ok ket o _ IR
Jije)Aaj=R(c;), Aci=c;i—c;", Jilc;))=—75(c;),
z?cj
(28)

where J;; denotes the elements of the Jacobian matrix and k
is the Newton’s iterations index. Convergence is monitored
via the Euclidian norm, \"E,Aciz, of the incremental vector
Ac; between successive iterations.

Once convergence is ascertained and a steady state solu-
tion, cy;, calculated its stability is investigated via the finite
element solution of the eigenvalue problem (18)—(21). It
should be noted that, owing to the linear nature of the stabil-
ity problem, aside from the mass matrix that arises in the
process of discretizing the transient terms involving eigen-
value ¢ on the left-hand side of (19)—(21), discretization of
the rest of the terms in Egs. (18)—(21) reproduces the Jaco-
bian matrix corresponding to the converged solution, J;{(c;).
Consequently, the eigenvalues are provided by the general-
ized eigenvalue problem

1 -1

Jyj (COi)Banln =T7Cy T= 7’ (29)
where B;; is the mass matrix and c;; the eigenvector corre-
sponding to eigenvalue o. The eigenvector is very useful for
providing a reliable initial guess, cy;+&cy;, in the process of
obtaining a numerical solution on bifurcating branches in the
vicinity of a bifurcation point.19 The latter is a point in the
parameter space for which o, crosses zero. Both the Jacobian
and the mass matrices are banded and this alleviates the com-
putational load required for numerical solution of the eigen-
value problem. In order to incorporate this feature in the
eigenvalue calculation the Arnoldi method is employed that
calculates the eigenvalues with the largest real part or abso-
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lute value. Since we are mainly interested in the eigenvalues
with vanishing real part, i.e., those signifying bifurcation
points in the parameter space, we introduce the transforma-
tion

oBjjcij+Jij(co)erj =0 — Jilcg)eyj=— oBjjcy;. (30)

Thus, the eigenvalues of the original problem with small
magnitude are mapped onto those with large magnitude in
the transformed problem. Other approaches exist in the
literature,”’ employing Cayley transforms that take into ac-
count the fact that the imaginary part of the eigenvalue is
nonzero in a Hopf bifurcation. Nevertheless, the transform in
Eq. (30) was seen to furnish accurate results for the Hopf
bifurcations that arise in our case; hence we used it through-
out the present study. It should be also stressed that the ei-
genvalues with the largest magnitude live in a Krylov
subs.pace17 of the complete set of eigenvalues and can be
calculated without knowing the complete set. To this end a
small number of eigenvalues is calculated via the Arnoldi
method. The number is increased until convergence of the
largest eigenvalues is established and the process is stopped.
The eigenvectors and eigenvalues are calculated via an itera-
tive process that is initiated by a random initial guess,
c ,-:c(l)i. Subsequent corrections are found by

J! ciB~nck
k+1 _ ll( 0) jn*1n (31)

1 k
T = W5 (codBjnchll. €1 == e
Y ! l ”Jl_] (COi)Banln

when the eigenvectors are scaled so that ||ck||=1. The
method converges to the largest eigenvalue, 7, with a speed
that is proportional to the ratio |7,|/|7,|, where 7, is the sec-
ond largest eigenvalue. An important aspect of the approach
is that the banded structure of the two matrices can be uti-
lized. In addition, owing to the simple format and symmetry
of mass matrix Bj;, the latter need not be fully constructed.
Rather it is evaluated on an elemental basis cocurrently with
its multiplication with J;;. This significantly reduces the stor-
age requirements of the solution procedure. At the most, 300
eigenvalues were seen to be enough for capturing the system
dynamics.

As a means to verify the bifurcation structure provided
by stability analysis, but also to identify possible disjoined
solution branches, two-dimensional dynamic simulations
were carried out for the same parameter range. To this end,
the time derivatives are retained in Egs. (23)—(26) and the
trapezoidal rule is employed for time discretization, due to
its increased stability and accuracy characteristics. Conse-
quently, the numerical formulation formally reads,

3 c’;’" —cf RE™M(ck™) + RY(c?) (32)
YA 2 '
where Bj;, ¢, R¥" bear the connotation ascribed to them in

ijs
the preViJous paragraphs and superscripts n and o denote the
new and old time locations, respectively. Finally, the follow-
ing problem is solved via the Newton-Raphson iterative pro-
cedure at every time instant:
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k,n
B J;(c")
|:—L' + == Acf’” =Sk, Acf’" =chn_ il

At 2 L ’
(33)
sk = B._C];’n - ¢ N REM(ck) + R9(¢?) '
1 17 At 2

Again, construction of only one banded system matrix is
required.

Numerical accuracy of the entire method is estimated to
be O(Ar?,Ax?,Ay?) for the velocity and temperature fields.
The results presented in the following sections have been
checked for convergence with a mesh consisting of 30X 30
and 60 X 60 biquadratic Lagrangian elements. When bound-
ary layers develop adjacent to the four sides of the cavity
algebraic packing of the element size is applied in order to
capture abrupt variations of the dependent variables in these
regions. More specifically, near the walls a graded mesh was
used with the dimensionless distance of the element edges
from the nearest wall varying algebraically, e.g., when pack-
ing is applied on the x direction nodes,

_ _ Xt X AL
x1=0, xy= 2 s X1 = N >
(34a)
1=2, 3, , N/2,
Xoj-1+ Xop41
Xone1 =1, xy= T,
(34b)
N+ 1 -7 Xfact
.X21_1=1— [ s I=N,N—1, ...,N/2+1,
N

where N is the total number of elements used in the x direc-
tion and Xfact is a number that is taken to be in the vicinity
of, and always larger than 1.

The time step is controlled by the period of the bifurcat-
ing solution, determined by the imaginary part of the eigen-
value whose real part crosses zero in the stability analysis. In
most of the simulations presented in the following sections a
dimensionless time step of Ar=0.0025 was used.

V. ASYMPTOTIC ANALYSIS IN THE LIMIT
Gr'2/Ha?—0

The case of large Ha in comparison to Gr, signifying
dominance of magnetic over inertia forces, is very important
due to its relevance to flow arrangements that are often met
in the blanket section of fusion reactors,12 but also as a
means to check the validity of our numerical methodology
against asymptotic results. In this case rescaling of the gov-
erning equations is necessary so that the dominant balance
between magnetic forces and buoyancy is reflected in the
problem formulation. Thus velocity, time and pressure are
rendered dimensionless as,

Phys. Fluids 18, 034101 (2006)

Side layer 6=Ha™"?

Side layer 6=Ha™"?

FIG. 2. Flow structure in the limit of large Ha.

Al

R u . t'
uw==—"""">5_, =",

PoBEATI(oBY) LoBy/(poBgAT)

(35)

FY G

PoBSATL

and the governing equations of the problem become:
Gr(ai _oi i P 1 (azﬁ 3212)
| tu_— At |=-—+ S\ ot o,
Ha™\ o7 ox dy dx Ha"\dx* dy
(36)

Gr(a a5 b P 1 [(P6 PO
—|\ Zra—+o ) =-S5 |+ T
Ha™\ o7 ox dy dy Ha“\dx* dy
Ge'*for o T 1 N

S\ A+ | =y VT . (38)
Ha“” \ 4f ox dy Gr'“ Pr Gr
i I
22 0. (39)
ox  ox

When Gr!2/Ha>—0 convective terms in the above equa-
tions are dropped leaving a linear problem of heat conduc-
tion in a cavity where heat sources are present. Heat produc-
tion generates large temperature gradients in addition to the
original one between the two vertical sides and the fluid
motion is determined by the balance between buoyant, vis-
cous, and magnetic forces. A solution in the form of Fourier
series is possible. However, in the limit as Ha— such a
solution is of little help, as it would require a large number of
terms for convergence to be attained. Consequently, follow-
ing Biihler’s® three-dimensional analysis in a rectangular
duct and the analysis presented by Garandet et al.** for a
slightly different flow arrangement, we obtain an asymptotic
solution that is valid in the limit of high Ha. It consists of a
core section that occupies the central cavity region away
from the four walls, where viscous effects are negligible, and
two pairs of thin boundary layers each one adjacent to one of
the two pairs of cavity walls, Fig. 2. It should also be pointed
out that, due to the negligible effect of inertia, this flow ar-
rangement is stable with respect to two-dimensional pertur-
bations. A similar approach has been employed by Ting
et al.” for the identification of the solution structure in the
case of fully developed pressure driven flow through a rect-
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angular duct at high Ha. In that case the basic flow structure
also consists of a core flow and the two pairs of side and
Hartmann layers near the duct walls, with the difference,
however, that the basic vorticity field lies in the cross-
sectional plane of the duct and is restricted within the side
layers. That particular flow structure is subject to three-
dimensional instabilities’ leading to a quasi-two-dimensional
vortical structure,® with the vortices remaining aligned with
the magnetic field within the side layers of the duct as a
result of Joule dissipation.

In this fashion the temperature distribution in the cavity
is obtained by solving the diffusion production problem sub-
ject to the boundary conditions prescribed in Eq. (11):

2 44PrS,
T(x,y)=—(Pr S)% + %x

V2T =-S5 Pr,

(40)

The pressure and velocity distributions in the core region are
obtained by dropping viscous dissipation,

. x2 4+PrSl~

aJ
=0, 6C=—(PrSi)E+ 5 x=(c+1), 5=c

(41)

leaving pressure drop c¢ to be determined in the end of the
analysis based on a mass balance in the y direction, after the
velocity field near the cavity walls has been calculated.

The two layers located in the vicinity of the two vertical
walls, perpendicular to the magnetic field, are called Hart-
mann layers and are characterized by the balance between
viscous and magnetic forces. Since transverse velocity ¢ and
temperature T remain O(1) everywhere in the cavity, from
continuity we deduce that the horizontal velocity i=0(0)
inside the Hartmann layers, where & is a measure of their
thickness. Finally, balancing terms in y momentum we obtain
the scale of the Hartmann layer 5=Ha™' and the transverse
velocity profile near the left and right walls,

) _ X
Vp=(c+1)(e™=1), XL:Ha_l,

(42)
A _ 1-x
Or=(1=-c)(1-er), Xg= T

The two layers adjacent to each one of the two horizon-
tal walls are called side layers and are characterized by the
balance between pressure drop and viscosity in x momentum.
Based on continuity we obtain i=0(5"'), where & is the
thickness of the side layers. Then, x and y momentum give
near y=0, after proper rescaling,

p_FU p_ Y
=2 =T-0, Y=_—"=,
ox dY Y Ha
(43)
il P
U= Ha'?’ p= Ha- 12"

Introducing the stream function W we end up with the linear
problem:

Phys. Fluids 18, 034101 (2006)

o R av P AT PP
—=U, 0=——, —y=—+>5 (44)
Y ox Y dx  ox

subject to the usual boundary conditions at the cavity walls
and a matching condition with the core velocity

oV av
—x=0,Y)=—((x=1,Y)=V¥(x,Y=0)
ox ox
av ar
= 5(X,Y=O)= W(X,Y—Hﬁ):(). (45)

In this fashion the solution for the horizontal velocity U is
obtained in the form of an infinite series

* 9 \32 J
Ux,Y) =2, Tn(—> cos(nmx)e™"™Y sin HY ,
ni 2

n=1
(46)

where T, are the coefficients of the expansion of the deriva-

tive dT/dx in terms of cos(nmx), n=1, 2, 3, ..., %,
Finally, upon application of the mass balance across any

horizontal line joining the two vertical walls of the cavity the

transverse pressure drop, &ﬁ/&y, can be obtained to leading
order:

L .
O:f ljdx:J ﬁLdXL-*_f ljcd)C'i‘f ﬁRdXRH -
0 0 0 0 ay

PrS
=c=2+—. (47)
12

Recovering numerically the above structure is not an
easy task, as it involves resolution of the thin layers that are
attached to each one of the cavity walls. To this end the
numerical methodology presented in the previous section
was used for the computation of steady state solutions to the
equation set defined by (36)—(39). A 60X 60 element mesh
was employed with biquadratic Lagrangian basis functions
for the temperature and velocity fields, and bilinear basis
functions for the pressure. In order to accommodate abrupt
changes near the walls the option for a graded mesh was
used in the x direction, where the Hartmann layers that scale
like Ha™! develop near the two walls, with Xfact=1.2. The
cases with Ha=100 and 400 were examined for liquid
lithium, Pr=0.0321, negligible inertia, Gr=0, and with in-
tense internal heating, S=10°. For this range of Ha the di-
mensionless thickness of the side layers is on the order of
0.05, whereas that of the Hartmann layers 0.0025. Conse-
quently, a uniform 60 quadratic element mesh in the y direc-
tion is expected to capture the details of the side layers. The
Hartmann layers are thinner and therefore more demanding,
hence the grading parameter Xfact=1.2. In this fashion, the
numerical solution captures quite satisfactorily the above
asymptotic solution. This is illustrated in Figs. 3(a) and 3(b)
where contours of the horizontal velocity #(x,y) are shown
for Ha=100 and 400, respectively. The thinning of the side
layers is accurately captured, their thickness is halved as Ha
is quadrupled, while at the same time the magnitude of
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—Ha=100

FIG. 3. Numerically calculated contours of the horizontal velocity i(x,y) when (a) Ha=100 and (b) Ha=400 (Gr=0, Pr=0.0321, Gr,=10°); (c) Numerically
obtained profiles of transverse velocity 0(x,y) near the left vertical wall when Ha=100, 200, and 400.

ii(x,y) becomes twice as large in them, again as predicted by
the asymptotic analysis (i ~Ha’?). The variation of the
transverse velocity, 0, is not shown as clearly when depicted
over the entire range of y values, due to the very small size
of the Hartmann layers near the vertical walls. For this rea-
son the portion of the profile near the left wall is shown in
Fig. 3(c), the one near the right wall being the same and the
core region following closely Eq. (41). As can be seen by
following the location of the minimum in 0, albeit not with
the same accuracy as for the side layers, there is a clear
tendency for the thickness of the Hartmann layer to be in-
versely proportional to Ha, while 9 remains the same in mag-
nitude. This inverse proportionality of ¢ has also been cap-
tured in the three-dimensional simulations presented
elsewhere.'” Similar observations can be done with respect
to all aspects of the solution. In particular when Ha=400 the

transverse pressure drop, oP/ dy, is calculated numerically to
be very close to 270, i.e., the value predicted by Eq. (47) for
the parameter values of the simulation. It should also be

noted that the above numerical results vary very little when
Gr increases to become as large as 100, due to the very small
ratio Gr'/2/Ha?.

VI. RESULTS AND DISCUSSION FOR FINITE Ha

Considering a square cavity with length size on the order
of 1 cm and a temperature difference on the order of 1 K
across the two vertical plates, Gr is estimated to be 5 X 10*
for liquid lithium at roughly 300 °C, whereas Ha ranges
from 5 to 500 when the magnetic field intensity B, varies
between 0.1 and 1 T. The above parameter values determine
the range of the parametric investigation that was conducted
in the present study. In addition, in order to accommodate
flow situations where large amounts of heat are being re-
leased, as is the case with the tritium breeding reaction, S
values as large as 2 X 10° were used in the simulations. Due
to the large amount of heat that is released in some of the
simulations, properties of the operating fluid may deviate
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from their values obtained for 300 °C. Nevertheless, as a
first attempt to study the system dynamics under the influ-
ence of a large heat load we neglect temperature variations of
the thermophysical properties involved in the problem for-
mulation. This does not constitute a significant restriction on
the validity of our formulation, since the Pr number of lead-
lithium coolants (e.g., Pb-17%Li) acquires relatively low
values® in the temperature range 300—600 °C, ranging be-
tween 0.05 and 0.02. In the following, steady state solutions
are obtained for the above parameter range and their stability
is investigated in Sec. VI A, in the manner described in the
penultimate section. The neutral stability curves separating
steady state from periodic solutions are obtained in the
(Gr, S) plane as a function of Ha. The results of steady and
dynamic simulations, in the form of bifurcation diagrams,
are presented in Sec. VIB. Unless otherwise specified
30X 30 and 60X 60 biquadratic Lagrangian meshes were
used in the simulations discussed below.

A. Stability analysis

The case with vanishing heat production, corresponding
to S=0, was first examined in terms of its stability as Gr
increases, in the absence of a magnetic field. The tempera-
ture field acquires its maximum value at the right vertical
wall and the stream function exhibits a single recirculation
cell. This pattern of steady unicellular recirculatory flow per-
sists as Gr increases with the temperature isolines becoming
curved upwards indicating a tendency for hot material to
occupy the upper portion of the cavity, Fig. 4(b), as the effect
of buoyancy is intensified. At the same time the recirculation
vortex also becomes skewed upwards, Fig. 4(a). The steady
state solution remains stable for the entire range of Gr, as
indicated by the real part of the eigenvalues which remains
negative.

As the amount of heat being volumetrically released in-
creases the temperature field acquires a maximum in the cen-
ter region of the cavity and a bicellular recirculation pattern
is established, Figs. 5(a) and 5(b). Fluid is essentially
pumped out of the colder left and right vertical sides moving
towards the bottom while hotter fluid from the center of the
cavity is rising to the top, thus forming two counter-rotating
vortices. As Gr increases this flow structure persists, with the
mixing effect of the two vortices being intensified and the
asymmetry between the left and right region of the cavity
being accentuated as the entire stream line structure is tilted
towards the colder left side. This is a result of the increasing
effect of buoyancy on the flow structure that is also reflected
in the lower temperatures observed in the cavity as Gr in-
creases, see also Figs. 5(b), 5(d), and 5(f). In addition, as
illustrated by the stream line structure, Figs. 5(a), 5(c), and
5(e) as Gr increases a larger part of the fluid in the cavity
participates in the circulatory motion. In fact, additional
smaller recirculation cells appear near the bottom of the cav-
ity further decreasing the average temperature of the cavity,
Figs. 5(d) and 5(f). Interestingly enough, further increase of
Gr reinstates the symmetry of the system, as illustrated in
Fig. 6 for Gr=50 000. The dynamic behavior of the system
in this parameter range is discussed in the next section.
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FIG. 4. (a) Streamline and (b) temperature contours, for the case with
Gr=10°, S=0, and Ha=0.

A concomitant effect of the growing asymmetry is the
loss of stability of the steady state solution when Gr=5800.
This is illustrated in Table I showing the real and imaginary
parts of the six largest eigenvalues based on their real parts,
as Gr increases. Numerical convergence is also examined by
repeating the calculation with a 60X 60 mesh. As can be
observed by inspection of Table I, accuracy of two or three
significant digits has been attained with the Arnoldi method
that was employed, especially for the imaginary part that
bears significance on the time scales exhibited by the dy-
namic simulations. The first eigenvalue that crosses the real
axis to acquire a positive real part does so for Gr=5 800 and
has a nonzero imaginary part, w;;= 64, which is indicative of
a Hopf bifurcation leading to a periodic solution."®" This is
better illustrated in a bifurcation diagram in the parameter
space, e.g., one depicting the average cavity temperature ver-
sus Gr, as shown in the next subsection where the steady and
dynamic simulations are cross-examined. As Gr is further
increased another eigenvalue of the steady state solution ac-
quires a positive real part, Gr= 10 000, in the same fashion
as the first one, i.e., maintaining a nonzero imaginary part.
Subsequently a third eigenvalue crosses the real axis,
Gr=13 500. In both cases complex eigenvalues are obtained
in pairs of complex conjugates. The effect of the second, the
third as well as the rest of the unstable eigenvalues on the
dynamics of the system is not as important since the steady
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FIG. 5. Streamline and temperature contours for (a) and (b) Gr=6 000, (c) and (d) Gr=15 000, and (e) and (f) Gr=30 000; S=10° and Ha=0.

state solution is already unstable. Nevertheless, they affect
the transient behavior of the system by introducing addi-
tional time scales before the system eventually settles to its
periodic steady state. This is also better explained in the next
subsection. The existence of Hopf bifurcations in differen-
tially heated cavities has been observed by other investiga-
tors as well.*!

Further increase of the amount of heat that is being re-
leased, i.e., increasing S, destabilizes the system in the sense
that it decreases the critical value of Gr, for which the
steady state solution first becomes unstable. More specifi-
cally, heat production generates very large temperature gra-
dients in the cavity, Fig. 7(b), and consequently further in-
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creases the effect of buoyancy in the flow arrangement for
given Gr, Fig. 7(a). Thus, it affects the system behavior and
stability in the same fashion as increasing Gr, i.e., introduces
asymmetry and destabilizes the steady state. In fact, when
S=2X 10 the critical value of Gr becomes, Gr,,~2400. Im-
position of the magnetic field has the opposite effect from
heat production since it stabilizes the system by mitigating
the effect of buoyancy. Hot and cold fluid masses remain
segregated at the top and bottom regions of the cavity, re-
spectively, leading to a more symmetric flow configuration,
Figs. 7(c) and 7(e) and, consequently, to higher temperatures,
Figs. 7(d) and 7(f), in the cavity. Table II gives the evolution
of the six most important eigenvalues with Ha, in terms of
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the magnitude of their real part. Numerically calculated ei-
genvalues, obtained with a 30X 30 and a 60X 60 mesh are
shown. As expected increasing Ha gradually stabilizes all the
unstable eigenvalues, forcing their real part to drop below
zero, until the flow is completely stabilized when Ha=20. In
fact this is already the case when Ha= 12. It should be noted,
that the eigenvalue that is last stabilized is the one that first
became unstable.

The eigenvectors corresponding to the first two eigenval-
ues that become unstable have been checked for convergence
with a 30 X 30 and a 60 X 60 mesh. The stream line pattern in
the cavity, as obtained via the calculated eigenvector when
Gr=5 800, S=10°, and Ha=0, is more or less centered with
respect to a vertical line going through the center of the
cavity. This is reflected in the dynamic behavior of the peri-
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FIG. 6. Streamline and temperature contours for (a) and (b) Gr=50 000, (c) and (d) Gr=10°, and (e) and (f) Gr=10% S=10° and Ha=0.

odic solution that emerges from this Hopf bifurcation point,
which will be seen to periodically go through a more sym-
metrical configuration of the streamline pattern that is cen-
tered in the middle of the cavity. The second eigenvector that
crosses the real axis is calculated at the critical value of
Gr=10 000 when S=10° and Ha=0, with a 60X 60 mesh.
This one corresponds to a displaced pattern for the recircu-
lation cells. This stability pattern is in agreement with previ-
ous studies on free convection in cavities.”' In fact, in the
latter study it was shown that, for a cavity with aspect ratio
A=2 and at relatively low values of Pr (Pr<0.71), the steady
state configuration first loses stability owing to the appear-
ance of a symmetric mode followed by an antisymmetric
mode. In the context of the present study, the most unstable
eigenvectors that arise as Ha increases, for the range of Ha
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TABLE 1. Evolution of the six largest eigenvalues, based on their real part, with Gr and their convergence for a 30X 30 and a 60X 60 biquadratic finite

element mesh; S=10°, Ha=0, Pr=0.0321.

S=10°, Ha=0, Pr=0.0321, 30X 30 biquadratic finite element mesh

Gr=4 000 Gr=6 000 Gr=8 000 Gr=10 000 Gr=12 000
Real Imaginary Real Imaginary Real Imaginary Real Imaginary Real Imaginary
-2.919 +17.331 0.704 +64.205 3.629 +62.121 5.301 +60.284 6.212 +58.451
-3.573 +38.842 -1.677 +17.644 -0.643 +17.584 0.0547 +17.321 0.491 +16.962
-3.629 0.0 -2.835 +37.425 -2.508 0.0 -2.203 0.0 -1.967 0.0
-4.259 +4.250 -2.937 0.0 —-2.806 +35.796 -2.922 +34.215 —2.864 0.0
—4.464 +66.676 -3.944 0.0 -3.473 0.0 -3.127 0.0 -3.104 +32.681
—4.649 0.0 —4.104 +4.968 -3.837 +5.328 —-3.458 +5.319 =3.115 +5.120
S=10°, Ha=0, Pr=0.0321, 60 X 60 biquadratic finite element mesh
Gr=4 000 Gr=6 000 Gr=8 000 Gr=10 000 Gr=12 000
Real Imaginary Real Imaginary Real Imaginary Real Imaginary Real Imaginary
-2.897 +17.264 0.423 +64.044 3.313 +61.935 4.967 +60.041 5.923 +58.200
-3.591 0.0 -1.721 +17.545 -0.716 +17.476 -0.020 +17.222 0.419 +16.889
-3.731 +38.792 -3.024 +37.347 -2.499 0.0 -2.203 0.0 -1.976 0.0
-4.190 +4.240 -2.920 0.0 -2.991 +35.734 -3.110 +34.141 -2.839 0.0
-4.623 +66.564 -3.922 0.0 -3.449 0.0 -3.103 0.0 -3.054 +5.118
-4.637 0.0 —-4.006 +4.935 -3.754 +5.277 -3.387 +5.315 -3.245 +32.654

that was investigated 0 <Ha =20, evolve in the manner de-
scribed above. In fact, when Ha=12.5 the most unstable
eigenvectors become more symmetric with additional
smaller recirculation cells. An interesting phenomenon that is
observed as Ha increases from 15 to 20 has to do with the
fact that there is a change in the order by which the two most
unstable eigenvalues cross the real axis. The one that crosses
second in the range 12.5<Ha=<15 grows faster when Ha
=20 and it becomes the most unstable one. This is associated
with a minimum in the frequency of the oscillatory solution,
as predicted by the imaginary part of this particular eigen-
value at neutral stability, which now turns to acquiring higher
values. Owing to the large Ha and Gr numbers an 80X 80
biquadratic finite element mesh was required in order to as-
certain a three significant accuracy for the imaginary part at
the bifurcation point and a better description of the two com-
peting eigenvectors. Table III provides the corresponding
values for Gr,, and w, as a function of Ha when S=10°.
For completeness a neutral stability diagram has been
constructed in the (Gr, S) plane for three different values of
Ha, namely, 0, 10, and 20, showing the curve S=S(Gr)
separating regions where the steady state solution is stable
from those where it loses stability, Gr>Gr,,, to a periodic
solution, Fig. 8. Regions in the plane lying above each criti-
cal curve indicate loss of stability. Below the critical curve
steady state solutions are possible. A very wide range of
parameters has been covered. Very large values of Ha are not
included in this graph, since in the context of two-
dimensional disturbances for fixed Gr the steady flow is
stable for high enough Ha. The graph clearly illustrates this
fact, in the form of elevated critical curves with respect to the
case where the magnetic field is absent, as well as the desta-
bilizing effect of increased buoyancy or heat generation. The

actual data points have been obtained by the method of in-
tersection, i.e., the eigenvalues of the steady state solution
are monitored by setting the S, Pr, and Ha while varying Gr
until the real part of one of the eigenvalues crossed the real
axis. The minimum interval that was used in Gr varied from
100, for relatively low values of Gr,,, up to 1000 when Gr,,
became very large. The results were checked using a
30X 30 and 60 X 60 element mesh when Ha<<15, whereas a
80 X 80 mesh was employed in order to check the validity of
calculations at high Ha. The high Ha or low Gr regime that
was examined asymptotically in the previous section corre-
sponds to the far left region in the neutral stability diagram
and is always stable for two-dimensional disturbances. The
stabilizing effect of Ha and the increase in Gr,, with increas-
ing Ha was also identified for the horizontal Bridgeman con-
figuration with the magnetic field aligned with gravity.24
Here the Lorenz force directly opposes buoyancy thus we
expect a more pronounced effect by the magnetic field.

B. Bifurcation diagrams

As a first attempt to correlate asymmetry and instability,
the graph of Nu;-Nug vs Gr is plotted in Figs. 9(a)-9(c)
when S=10° and Ha=0, 10, and 20, respectively. Increasing
Gr introduces asymmetry to the steady state solution and this
is reflected in the difference in the heat that is removed
through the two sides of the cavity. Most of it is removed
through the colder left side of the cavity, hence ANu=Nu,
-Nup is positive. As is also shown in Fig. 9 the difference
ANu is initially an increasing function of Gr, indicating the
enhancement of asymmetry as the recirculation is intensified
in the cavity. However, as Gr increases the level of asymme-
try acquires a maximum for some value of Gr, e.g.,
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=15 000.

Gr~18 000 when Ha=0 and S=10°, and subsequently it
starts decreasing. It should be stressed that it is within this
region of the bifurcation diagram that the steady state solu-
tion first becomes unstable, e.g., Gr=5 800 when Ha=0 and
S=10°. After this region the asymmetry forms a second
weaker maximum until it reaches an asymptotic state,
Gr— o, characterized by the kind of contours shown in Fig.
6. This is a region that exhibits a different type of symmetry
when compared to the flow arrangement in the presence of a
magnetic field or to the case of negligible Gr. In the latter
case the cavity is characterized by a quadratic temperature
profile, as a result of the balance between the diffusion and

production terms, and two recirculation vortices symmetri-
cally located at the left and right semiplanes of the cavity. In
the large Gr regime the temperature field is gradually becom-
ing uniform in the core region, see Figs. 6(d) and 6(f), with
two narrow boundary layers forming adjacent to the two ver-
tical sides of the cavity, through which heat is being re-
moved. As Gr increases the two recirculation cells are pro-
gressively confined near the bottom of the cavity while the
temperature field becomes stratified at the top. Throughout
this process the average temperature of the cavity keeps de-
creasing as a result of the effect of recirculation. This pattern
persists in the range of moderate Ha with the large Gr branch
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TABLE II. Evolution of the six largest eigenvalues, based on their real part, with Ha and their convergence for
a 30X 30 and a 60 X 60 biquadratic finite element mesh; S= 10°, Gr=15 000, Pr=0.0321.

S=10°, Gr=15 000, Pr=0.0321, 30X 30 biquadratic finite element mesh

Ha=0 Ha=10 Ha=20
Real Imaginary Real Imaginary Real Imaginary
7.068 +55.764 0.899 +43.638 -4.185 +9.419
2.016 +85.494 -1.946 +4.314 -5.704 0.0
0.898 +16.396 -1.979 0.0 -6.513 +1.265
-1.699 0.0 -2.624 +72.283 -6.623 +29.411
-2.587 0.0 -2.829 +34.545 —-6.785 0.0
-2.754 +4.564 —4.493 +57.709 =7.785 +24.128
S=10°, Gr=15 000, Pr=0.0321, 60 X 60 biquadratic finite element mesh

Ha=0 Ha=10 Ha=20
Real Imaginary Real Imaginary Real Imaginary
6.716 +55.464 0.696 +43.246 -4.172 +9.450
1.790 +85.204 -1.960 +4.346 -5.730 0.0
0.724 +16.326 -1.971 0.0 -6.501 +1.257
-1.711 0.0 -2.786 +71.846 -6.620 +29.290
-2.556 0.0 -2.865 +34.556 -6.770 0.0
-2.646 +4.582 -4.632 +57.810 =7.773 +24.107

characterized by similar type of contours as those in Figs.
6(c)-6(f). A more detailed description of the steady state
solution branch as Gr— o was not pursued in the present
study since, as shown by the stability analysis and confirmed
by dynamic simulations, it is a branch that loses its stability
to a periodic solution for a much smaller value of Gr.

An interesting peculiarity of the bifurcation diagram is
the appearance of a hysteresis loop when Ha=0, in the form
of two consecutive limit points within a narrow interval of
Gr, Gr=51 600 and Gr=50 500, before the branch eventu-
ally turns to acquire its large Gr behavior. It arises when the
real eigenvalue with the smallest real part crosses zero to
become positive. Steady state solutions belonging to this
branch are obtained with the help of the eigenvector corre-
sponding to the unstable eigenvalue. Employment of arc-
length continuation would provide a better description of this
region but it was not pursued here since the corresponding
steady state solutions are unstable. The hysteresis loop is
eliminated as Ha increases, see Fig. 9(b) for Ha=10, but the
large Gr part of the branch is present with similar character-
istics. This pattern persisted for higher heat production rates,

TABLE III. Evolution of the critical Gr, Gr,,, and the corresponding fre-
quency, wy, at the Hopf bifurcation with increasing Ha; S=10°.

S=10°
Ha Gr,, g
5800 64.3
5 6 000 60.5
10 10 000 47.0
15 70 000 243
20 128 000 359

i.e., for larger S values such as S<2 X 10, but it was modi-
fied for the range of smaller S and larger Ha values, e.g.,
S<10* or 12.5<Ha=<?20, that was investigated. In particu-
lar, when the intensity of the magnetic field is increased or
the heat production level reduced the second maximum in
ANu tends to be eliminated and the bifurcation diagram ex-
hibits the first maximum at much higher Gr values, as in Fig.
9(c) that is characteristic of high Ha behavior or Fig. 9(d)
that is characteristic of low but finite heat production levels,
before the large Gr behavior is recovered.

Clearly then, there is a correlation between stability and
symmetry, that has been pointed out elsewhere® as well in
the context of forced and free magnetohydrodynamic con-
vection. Monitoring the evolution of the first two eigenvalues

200000 .
—&— Ha=0
—A—Ha=10
1500004 —e—Ha=20

S 100000- .\
50000 .
0 .\‘I—l\-
0 100000 200000 300000 400000
Gr

FIG. 8. Neutral stability diagram for two-dimensional free convection of
liquid lithium, Pr=0.0321, in a square cavity in the presence of a magnetic
field; Ha=0, 10, and 20.
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FIG. 9. Evolution of the difference in the amount of heat removed through the left and right-hand sides of the cavity when (a) Ha=0, (b) Ha=10, (c)

Ha=20 (S=10°), and (d) Ha=10 with S=10%

that become unstable we can identify the correlation between
loss of stability and symmetry. Eigenvalue calculations in the
range of Gr determined by the first bifurcation and a little
before the large Gr regime, i.e., 5 500 <Gr<40 000 when
Ha=0 and S=103 or 9 500<Gr<30 000 when Ha=10 and
S=107, indicate that the real part of the most unstable mode
starts decreasing after forming a maximum in which case it is
overtaken by the second most unstable eigenvalue. Tables
IV(a) and (b) show the evolution of the most unstable eigen-
values in the appropriate parameter range when Ha=0 and
10, respectively. A similar behavior is obtained for the case
with Ha=20 with the understanding that the most unstable
eigenmode is now different. As it turns out, further increase
of Gr may either completely stabilize the mode that first
became unstable, Ha=0, or reactivate the instability,
Ha=10 and 20, after its real part goes through a minimum. In
all cases examined, however, an increase in Gr was always
associated with the appearance of more unstable eigenvalues,
at least for the parameter range that was investigated.

C. Dynamic simulations

The bifurcation diagrams presented so far contain the
steady state branch that was shown to become unstable due
to the onset of periodic oscillations. In order to examine the
nature of the emerging Hopf branch one has either to resort
to weakly nonlinear analysis or perform dynamic simula-
tions. Owing to the wider range of validity of the later we
decided to conduct dynamic simulations in the parameter
range covered by the stability analysis and the bifurcation
diagrams. Most of the simulations were performed near the
bifurcation point in order to establish the criticality of the
new branch, i.e., determine whether the new branch is super
or subcritical. In order to compare the efficiency of heat re-
moval in the different solution branches the average cavity
temperature is also used as the bifurcation parameter.

Despite the fact that as Gr increases the level of symme-
try of the steady state solution may vary, the average tem-
perature of the cavity is constantly decreasing, Fig. 10, as a
result of the recirculation process that involves an ever larger
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TABLE IV. (a) Evolution of the six largest eigenvalues, based on their real part, with Gr for a 60X 60 biquadratic finite element mesh; S=10°, Ha=0,
Pr=0.0321. (b) Evolution of the three largest eigenvalues, based on their real part, with Gr for a 60X 60 biquadratic finite element mesh; S=10°, Ha=10,

Pr=0.0321.
(a) S=10°, Ha=0, Pr=0.0321, 60 X 60 biquadratic finite element mesh
Gr=18 000 Gr=20 000 Gr=25 000 Gr=30 000 Gr=40 000 Gr=60 000
Real Imaginary Real Imaginary Real Imaginary Real Imaginary Real Imaginary Real Imaginary
7.164  £52.820 7.352 +51.150 7177 +47.860 5.865 +45.728 3.786 +40.053 3.237 +43.47
3.791 +82.240 4.535 +80.323 4.731 +76.011 3.033 +71.455 3.641 +63.950 3.186 +58.0
0.717 +15.729 0.5650 +15.319 —0.366 +1.934 1.172 +53.617 4.038 +49.900 2.663 +29.24
-1.500 0.0 —-1.387 0.0 —-0.698 +14.005 0.118 +76.761 0.732 +68.821 2.587 +62.16
-2.241 +3.816 —-1.872 +3.155 —-0.809 +39.167 -0.926 0.0 1.535 +32.904 2.510 +45.05
-2.403 0.0 -2.275 +44.500 -1.053 +62.823 —-0.155 +3.571 -1.229 0.0 -0.620 +26.91
(b) S=10°, Ha=10, Pr=0.0321, 60 X 60 biquadratic finite element mesh
Gr=10 000 Gr=14 000 Gr=20 000 Gr=22 000 Gr=24 000
Real Imaginary Real Imaginary Real Imaginary Real Imaginary Real Imaginary
—-0.086 +47.017 0.676 +43.952 0.261 +39.260 0.176 +37.471 0.251 +35.677
—-1.083 +52.266 -0.122 +51.170 0.482 +50.208

part of the cavity fluid, except for the very small viscous
boundary layers near the walls. However, a good part of this
solution branch, e.g., Gr>1.5X 10° for S=10° and Ha=20,
is unstable and consequently of little practical use as far as
optimizing heat removal is concerned. For this parameter
range, dynamic simulations are necessary in order to deter-
mine the long time behavior of the system, in terms of the
appropriate bifurcation variables, and compare it with the
steady state solution. In particular, the time evolution of the
average cavity temperature for six different values of Gr,
Gr=5950, 6000, 6500, 10000, 15500, and 25000, is
shown in Figs. 11(a)-11(f), respectively; S=10°, Ha=0. Ini-
tial conditions are obtained from steady state solutions at
different Gr values. For Gr values below 5 800, even for
large initial disturbances, the system eventually settles to the
steady state solution. This is a result of the stability of the
steady state solution in this parameter range. When the dy-
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FIG. 10. Bifurcation diagram of the steady state and Hopf branches in terms
of the average cavity temperature, (T4y), as a function of Gr; S=10°,
Ha=0.

namic simulation is repeated with Gr set to a value that lies
beyond the Hopf bifurcation point at Gr=35 800, the system
initially attempts to acquire the steady state solution, Figs.
11(a) and 11(b), forming a plateau in T,y. However, as time
elapses the dynamics are gradually dominated by the peri-
odic mode indicated by the stability analysis that was pre-
sented above and the system eventually exhibits a steady
oscillatory motion. As Gr further increases, Figs.
11(c)-11(e), the plateau is eliminated but the system dynam-
ics is still eventually dominated by the most unstable Hopf
mode. Close examination of the evolution of the average
temperature and the rest of the quantities describing the sys-
tem, e.g., temperature and stream function contours, reveals
that the period of the oscillations is very close to the predic-
tion of stability analysis with a tendency to gradually in-
crease as the departure from the bifurcation point grows, a
result familiar from weakly nonlinear theory. In particular,
the period of the steady oscillations is calculated to be in the
range 0.098<T7,=<0.12 when 5950=<Gr= 15500, whereas
the value predicted by stability analysis is 27/64.3=0.098,
where 0;=64.3 the imaginary part of the eigenvalue whose
real part crosses first the real axis when Gr= 5800, see also
Table 1. In addition, the time needed for the periodic nature
of the system dynamics to be manifested decreases with in-
creasing departure from the critical point, Figs. 11(a)-11(c),
a result that is also expected by weakly nonlinear theory.
Another important aspect of the dynamic simulations is the
effect of subsequent unstable eigenvalues. More specifically,
they are seen to affect the transient response of the system
while the long time behavior is dominated by the most un-
stable eigenvalue. This is clearly illustrated in simulations
with Gr in the order of 10* in which case two unstable
eigenvalues exist as shown in Table I, where as soon as the
average cavity temperature almost establishes a plateau near
the steady state value for Gr=10 000, it starts exhibiting an
oscillatory behavior characterized by a beat between the first
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FIG. 11. Dynamic evolution of the average cavity temperature Ty for Ha=0, and S=10° when (a) Gr=5 950, (b) Gr=6 000, and (c) Gr=6 500, with initial
condition at the steady state solution for Gr=5 900, (d) Gr=10 000 with initial condition at the steady state solution for Ha=0.5, (¢) Gr=15 500 with initial
condition at the steady state solution for Gr=15 000, and (f) Gr=25 000 with initial condition at the steady state solution for Gr=20 000.

two modes that become unstable. In particular, Fig. 11(d),
there are two time scales evident in the system response, the
first one belonging to the most unstable mode, 7;,~0.11, and
the second one determined by the mode that crosses second
the real axis, 7;=0.35. As can be gleaned from Table I the
imaginary part of this mode is roughly 0,,=17.2 when it
crosses. Eventually, however, the dynamic state of steady

oscillations is reached with a period that is close to that of
the most unstable mode, namely, 7=0.11. As will also be
seen in the following, this effect is intensified as Gr further
increases, Figs. 11(e) and 11(f), until, for even larger values
of Gr, a steady oscillatory pattern is no longer observed ow-
ing to the increasing effect of additional unstable modes.
Clearly then, the periodic branch emerges as a supercritical
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FIG. 12. Stream function snapshots at the beginning and in the middle of the steady periodic motion for the case with Gr=7 000, S=10°, Ha=0 and for a

30X 30 mesh. The period is T(=0.1.

bifurcation from the static branch and this is a pattern that
persisted throughout this numerical investigation as will be
seen in the following.

In the above parameter range the nature of the periodic
state that dominates the dynamics is also of interest. Focus-
ing on the stream function we note, Fig. 12, that during one
period of the motion the two major recirculation cells peri-
odically assume a more centered position, each one occupy-
ing a major part of the left and right half of the cavity. This
behavior was anticipated by the nature of the eigenvector at
the bifurcation point, and leads to a more efficient cooling of
the cavity, since it enhances heat transfer by engaging its
hotter central part in the circulatory motion of the left and
right parts of the cavity, on an alternating basis during one
period. This effect is illustrated in Fig. 10 where the bifurca-
tion diagram shown in Fig. 9 is redrawn in terms of the
average cavity temperature. The dots indicate average cavity
temperature that is also averaged over one period of oscilla-
tions, and is used as a means to represent the oscillatory state
in the bifurcation diagram. In the small insert of Fig. 10
focusing on the bifurcation diagram after the Hopf bifurca-
tion, the tendency of the periodic solution to lead to lower
average cavity temperatures is clearly shown. In addition, the
difference in the amount of heat being removed through the
two vertical sides, averaged over the period (Nu;-Nug), was
found to decrease when compared with the steady state so-
lution and this discrepancy was intensified as Gr increased,
indicating the role of symmetry in the stability of the peri-
odic branch and the effectiveness of heat removal. At the
same time the period of the oscillations tends to increase as
Gr increases, Table V(a), a tendency that is also reflected in
the variation of the imaginary part of the most unstable ei-
genvalue of the steady state solution, which was seen to de-
crease as Gr increased, Table 1.

As Gr further increases additional eigenvalues become
unstable and soon the system response becomes chaotic. This
is illustrated in Figs. 13(a) and 13(b) where the time evolu-
tion of the average cavity temperature and the transverse
fluid velocity calculated at the lower left region of the cavity
are depicted, along with the Fourier decomposition of the

latter. The spectrum is broadband, as expected for a chaotic
response, with peaks in the frequency range provided by the
eigenvalues furnished by stability analysis, see Table IV(a).
Stable periodic and chaotic oscillations have been observed
for similar flow configurations with the one examined here in
numerical investigations available in the literature.'**® The
break-up of symmetry and the onset of periodic and chaotic
oscillations in a volumetrically heated square cavity is exam-
ined in the first of these studies,14 whereas the stabilizing
effect of the magnetic field and the destabilizing effect of
internal heat generation were pointed out in the second one,*
again for the case of a square cavity.

TABLE V. (a) Evolution of the period of the oscillatory motion with Gr;
S=10°, Ha=0. The value provided for Gr=5800 corresponds to the imagi-
nary part of the first unstable eigenvalue that crosses the real axis. Numeri-
cal values are obtained by performing FFT on the time series of the average
cavity temperature, T4y, and identifying the dominant frequency. (b) Evo-
lution of the period of the oscillatory motion with Ha; S=10°, Gr=10". The
value provided for Ha=11 corresponds to the imaginary part of the first
unstable eigenvalue that crosses the real axis. Numerical values are obtained
by performing FFT on the time series of the average cavity temperature,
T v, and identifying the dominant frequency.

(a) Ha=0, S=10°

Gr Ty
5800 0.098=27/64.3
6 000 0.098
6 500 0.102
9 400 0.112
10 000 0.113
15 500 0.122
(b) Gr=10% S=10°
Ha Ty
11 0.13=27/47.2
8 0.125
5 0.12
2.5 0.114
0 0.113
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FIG. 13. (a) Dynamic evolution of the average cavity temperature 7,y and (b) time series and Fourier transform of the transverse velocity, v(x=0.25,y
=0.25,1), at the center of the lower left part of the cavity; Ha=0, Gr=60 000, S=10° with initial condition obtained at the steady state solution for

Gr=56 000; v=w/(27) denotes the frequency of the oscillations.

The nature of the Hopf bifurcation was also examined
using Ha as the operating parameter. Indeed it was seen that
for high Ha values the static branch is stable and dominates
the long time dynamics, whereas as Ha decreases beyond a
certain critical value that depends on Gr the system exhibits
an oscillatory behavior. The relevant bifurcation diagram for
the case with Gr=10* and S=10° is shown in Fig. 14(a)
where the oscillatory branch bifurcates supercritically to
lower Ha values when Ha=11, in which case there is a
growing asymmetry in the heat being removed from the two
vertical sides of the cavity, Fig. 14(b). At this value of Ha
there is an exchange of stability between the two branches
with the Hopf branch gaining stability. The eigenvector that
corresponds to the unstable eigenvalue is very similar to the
one obtained when Ha=0. The tendency for the bifurcating
branch to lead to a lower average cavity temperature is also
evident in Fig. 14(a), as well as in the time series of T,y in
Fig. 15.The reason for the improved heat removal can be
associated to the motion of the fluid in the cavity as predicted
for the oscillatory solution. In the oscillatory solution the two
recirculation vortices engage a larger portion of the cavity
fluid, in comparison to the steady state solution, as a result of
the smaller cell that is periodically attached to and removed
from the major cell on the right-hand side of the cavity. The
streamline pattern when Ha=12 is more symmetric than both
the steady state and oscillatory solutions obtained when Ha
=5; nevertheless it is not very useful as far as heat removal is
concerned because it does not provide sufficient mixing of
the fluid in the cavity. The period of the oscillatory motion
tends to decrease from the value predicted by stability analy-
sis as Ha decreases, see Table V(b). This effect was also
observed in the evolution of the imaginary part of the most
unstable eigenvalue with varying Ha, Table II.

The supercritical nature of the Hopf bifurcation was
verified for the entire parameter range that was examined in
the present study. The only difference with increasing Ha
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FIG. 14. Bifurcation diagram of the steady state and Hopf branches in terms
of the (a) average cavity temperature, (Ty) and (b) ANu, as a function of
Ha; S=10°, Gr=10*
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was the evolution of the relevant eigenvector that gradually
became more symmetric as Ha increased, 12.5<Ha<?20,
with additional smaller recirculation cells, and the switch in
the order of the first two eigenmodes that cross the real axis
in the interval 15<Ha=<?20. The case for Ha=12.5 with
Gr=55000 and S=10° was simulated numerically with a
30X 30 mesh. For this Ha value the structure of the most
unstable eigenvectors is very similar to that obtained in the
range of large Ha, while a 30 X 30 mesh is sufficient to cap-
ture the system dynamics. The time variation and Fourier
transform of the transverse fluid velocity at the center of the
lower left region of the cavity, v(x=0.25,y=0.25,1), along
with a sequence of the streamline pattern obtained at various
instances of the steady oscillatory motion, are depicted in
Figs. 16(b) and 17. The supercritical nature of the periodic
branch is evident, as well as the dominant time scales which
are also seen to agree with those predicted by linear stability.
For the above parameter values eigenvalue calculations with
a 30 X 30 and 60X 60 mesh provide two unstable eigenval-
ues, 0,;=0.36+26i and 0,=0.0150+53.8i. Indeed, the Fou-
rier decomposition of the time series reveals a dominant peak
at frequency v=4.05 and two smaller peaks corresponding
to the second harmonic of the dominant eigenvalue at
v=8.1 and to the second unstable eigenvalue at v=8.5. The
final periodic state of the system is determined by the most
unstable eigenvalue with a period of 7;=0.25, while the
streamline structure of the periodic solution exhibits smaller
internal recirculation cells that periodically grow inside the
two major cells, Figs. 17(b)-17(f). The left and right-hand
sides of the cavity exhibit such structures with a phase dif-
ference of 7 within one period of the oscillations, and this is
reflected in the temperature contours as well. The streamline
structure of the steady state solution for Gr=55 000 is shown
in Fig. 17(a). Finally the evolution of the average cavity
temperature, shown in Fig. 16(a), exhibits a very interesting
behavior that is characteristic of the high Ha regime. After a
long transient it settles to a value that is actually larger than
the one corresponding to the steady state solution, a distinct
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difference with the system behavior that was discussed above
for smaller Ha values. This behavior is correlated to the
change in the bifurcation diagram when Ha=12.5 and iden-
tifies the existence of an upper threshold in Ha if proper
cooling of the cavity is of interest.

For larger Ha values a 60X 60 mesh is necessary for
proper description of the dynamics, thus rendering the corre-
sponding simulations very time consuming. The cases for
Ha=15 with Gr=74 000 and Ha=20 with Gr=135 000,
S=10%, were simulated with a 60X 60 mesh until the early
stages of the onset of periodic motion, and the numerically
obtained dynamic behavior supports the supercritical struc-
ture of the bifurcation and recovers the appropriate time
scales.

VIl. CONCLUSIONS

The stability of steady state solutions for a differentially
heated square cavity in the presence of a horizontal magnetic
field and a uniform heat source was examined in the context
of two-dimensional disturbances. Extensive eigenvalue cal-
culations followed by dynamic simulations revealed that,
provided there is nonvanishing heat generation inside the
cavity, the system undergoes a supercritical Hopf bifurcation
leading to a periodic branch. The bifurcation occurs when the
asymmetry in the heat being removed through the two verti-
cal sides of the cavity becomes large enough and leads to a
solution that is characterized by a more symmetric configu-
ration of the two major recirculating cells that determine the
efficiency of heat transfer in the cavity and a lower average
cavity temperature. The asymmetry is intensified by increas-
ing Gr which measures the effect of buoyancy in the flow.
Beyond a certain critical value, Gr,, steady solutions are
unstable and periodicity sets in. Further increase of Gr pro-
duces additional unstable eigenvalues and renders the re-
sponse of the system chaotic. Heat production, raising S,
destabilizes the system whereas application of a magnetic
field, raising Ha, stabilizes it in terms of increasing and de-
creasing Gr,,, respectively. The Hopf bifurcation was seen to
be supercritical for the entire range of Ha that was investi-
gated, 0<Ha=20. Raising Ha beyond a certain value, Ha is
roughly 12 when S=10°, mainly renders the bifurcating pe-
riodic branch more symmetric and decreases the frequency
of oscillations until a minimum occurs in the range
15=<Ha=20 and the frequency starts increasing again. The
latter effect is a result of a different eigenmode crossing the
real axis. In addition, when Ha=12.5 the structure of the
bifurcation diagram ANu vs Gr changes and the second
maximum in ANu disappears. This results in a more sym-
metric eigenvector with additional smaller recirculation cells
and identifies a range in Ha over which the periodic solution
leads to a higher average cavity temperature. Consequently,
there is an upper threshold of the magnetic field intensity,
characterized by Ha, for efficient heat removal at large Gr.

In a similar flow configuration but, in the absence of heat
production, with the magnetic field assuming various angles
with respect to gravity and with the aspect ratio A set to
0.5,”" the case of two recirculating rolls was seen to produce
a supercritical Hopf bifurcation in the (Gr, Ha) parameter
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FIG. 17. Streamline pattern corresponding (a) to the steady state solution, and (b)—(f) obtained within one period of the steady oscillatory motion;
Ha=12.5, Gr=55 000, and S=10°. The initial condition was obtained at the steady state solution for Gr=50 000 and the period of the steady oscillation is

T,~0.25.

space only in the range of small Ha values, Ha<<8, when the
magnetic field is horizontal. For large Ha values the bifurca-
tion is subcritical, eventually leading to a single cell pattern.
In essence, two cell patterns were not seen to persist for large
Ha values, Ha>12, contrary to single cell structures that
were obtained for large Ha. This discrepancy was attributed
partly to the effect of the Hartmann and side layers develop-
ing in the vicinity of the cavity boundaries as Ha increases.
In the present study two cell structures were seen to persist
for large Ha values and bifurcate to an oscillatory state for
large enough Gr=Gr,,. The destabilizing effect of the Ha and
side layers was not seen to affect this dynamic pattern, prob-

ably because Gr,, increases significantly as Ha increases in
which case the ratio Gr!’/Ha’ does not become small
enough to determine the system behavior.

As a next step the stability of the system subject to three-
dimensional disturbances will be investigated in order to
identify the effect of Hartmann braking on the two-cell struc-
ture that was seen to persist in the parameter range that was
examined here. It was seen elsewhere'? that the Lorenz force
tends to eliminate vortices that are arranged perpendicularly
to the magnetic field and, for a long duct with a cross-
sectional aspect ratio of 10, to produce quasi-two-
dimensional vortices that are aligned with the magnetic field.
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Conducting a two-dimensional stability analysis, employing
the methodology described in Secs. III and IV, on the base
state of pure heat conduction that was utilized in Ref. 12 and
for the same parameter range, it was seen that a bifurcation
to a steady state solution characterized by a number of recir-
culation cells occurs when Gr=~3X10° when Ha=100,
A=10, and Pr=0.02. However, it was shown in the above
study that three-dimensional instabilities leading to an ar-
rangement of the vortices that is aligned to the magnetic field
arise at a much lower value of Gr for the same parameter
range. It will be of interest to examine the extent to which
the steady state or periodic solutions that were observed here,
can be anticipated by three-dimensional instabilities that will
destroy the existing two-cell structure and lead to a different
arrangement that is aligned to the magnetic field.
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